Characterizing direction of coupling from experimental observations
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We demonstrate that the direction of coupling of two interacting self-sustained electronic oscillators can be determined from the realizations of their signals. In our experiments, two electronic generators, operating in a periodic or a chaotic state, were subject to symmetrical or unidirectional coupling. In data processing, first the phases have been extracted from the observed signals and then the directionality of coupling was quantitatively estimated from the analysis of mutual dependence of the phase dynamics. © 2003 American Institute of Physics. [DOI: 10.1063/1.1518425]

Traditional methods of bivariate data analysis like computation of cross-spectra, cross-correlation, or mutual information provide symmetric measures of interrelation between the signals and do not allow one to address the question of causality in the interaction. Recently, several approaches to this problem have been suggested, based either on the notion of generalized synchronization or on the information theory and Granger’s concept of causality. Here we discuss a method that is based on the coupled oscillators theory; it is aimed to quantify the degree of asymmetry in interaction. This method is designed for the data generated by two weakly coupled self-sustained oscillators. This limitation is compensated by the simplicity of the method and the absence of parameters. In the paper the method is applied to experimental data from coupled periodic and chaotic electronic circuits.

I. INTRODUCTION

Coupled oscillators are ubiquitous in science, nature, engineering, and social life. Examples include pendulum clocks, firing neurons, lasers, singing crickets, etc. Quite often the degree of coupling can be directly controlled in an experiment, allowing one to characterize coupling-dependent effects, such as synchronization, oscillation death, beats, etc. The inverse problem, i.e., the determination of the level and the direction of coupling from the observations of coupled systems, is much less trivial. For example, from the observation of a synchronous motion one can hardly detect the direction of coupling, because both symmetrical (bidirectional) and unidirectional coupling can yield synchronization of oscillators.

In this paper we present an experimental realization of a recently suggested method for determining the direction of coupling from the signals coming from interacting oscillating systems. In our setup we use two electronic generators, operating in a periodic or a chaotic state. Moreover, in the experiment it is possible to perturb the systems by external noise and in this way to test the applicability of the method under various conditions. The paper is organized as follows. In Sec. II we describe the method of the analysis of bivariate data. In Sec. III the experimental setup is described. The main results of the paper—detection of the direction of coupling from the experimentally observed data—are presented in Sec. IV. We conclude with a discussion of the limitations and the drawbacks of the method.

II. DESCRIPTION OF THE METHOD

The main idea of Ref. 14 is to use a general property that a weak coupling affects the phases of interacting oscillators, whereas the amplitudes remain practically unchanged. Hence, the dynamics of weakly coupled oscillators can be reduced to those of two phases:

\[
\begin{align*}
\dot{\phi}_1 &= \omega_1 + \epsilon_1 f_1(\phi_1, \phi_2) + \xi_1(t), \\
\dot{\phi}_2 &= \omega_2 + \epsilon_2 f_2(\phi_2, \phi_1) + \xi_2(t).
\end{align*}
\]

Here, random terms \(\xi_{1,2}\) describe noisy perturbations that are always present in real-world systems, small parameters \(\epsilon_{1,2}\) characterize the strength of the coupling. Equation (1) also describes the phase dynamics of coupled continuous-time chaotic systems; in this case \(\xi_{1,2}\) are irregular terms that reflect the chaotic nature of amplitudes. The fact that the regular component of the phase dynamics is two-dimensional, essentially simplifies detection of the asymmetry in the interaction.

Functions \(f_{1,2}\) are \(2\pi\)-periodic in both arguments and combine the description of the phase dynamics of autonomous (uncoupled) systems and the coupling between them. If the coupling is bidirectional, \(f_1\) and \(f_2\) depend on both \(\phi_1\) and \(\phi_2\). In the case of a unidirectional driving, say from system 1 to system 2, \(f_1 = f_1(\phi_1)\), whereas \(f_2 = f_2(\phi_1, \phi_2)\) is the function of two arguments.

In order to estimate the dependencies of the functions \(f_{1,2}\) it is convenient to go from a continuous-time description of the process to a time-discrete one. Two methods have been proposed in the literature, hereafter we use the so-called “instantaneous period approach” described in Ref. 15. In this method one first obtains the phases as functions of con-
tuous time: $f_1(t)$, $f_2(t)$. For good oscillators the phase grows monotonically in time, thus for each instant $t_k$ one can define two time intervals $T_1(k)$ and $T_2(k)$ at which the phases $\phi_1$ and $\phi_2$ gain $2\pi$, respectively:

$$
\phi_1(t_k + T_1(k)) = \phi_1(t_k) + 2\pi,
$$

$$
\phi_2(t_k + T_2(k)) = \phi_2(t_k) + 2\pi.
$$

(2)

These time intervals depend, in general, on both phases; also the noisy part (terms $\eta_{1,2}$) may be present:

$$
T_1(k) = \Theta_1(\phi_1(k), \phi_2(k)) + \eta_1,
$$

$$
T_2(k) = \Theta_2(\phi_2(k), \phi_1(k)) + \eta_2.
$$

(3)

If the functions $\Theta_{1,2}$ are known (or estimated from the observed data), we can characterize the dependence of the local “period” $T_{1,2}$ on the other phase via the mean square of the partial derivative:

$$
c_1^2 = \left( \frac{\partial \Theta_1}{\partial \phi_2} \right)^2, \quad c_2^2 = \left( \frac{\partial \Theta_2}{\partial \phi_1} \right)^2.
$$

(4)

Finally, the directionality index is introduced as

$$
r = \frac{c_2^2 - c_1^2}{c_2^2 + c_1^2}.
$$

(5)

In the case of unidirectional coupling $r = \pm 1$, while for nearly symmetrical coupling $r$ is close to zero. Note that the notion “symmetrical” is not well-defined: terms of the same order in the original equations of motion may lead to different contributions to the phase dynamics, due to difference in the periods, amplitudes, forms of oscillations, etc. Nevertheless, small values of $r$ indicate that the coupling is effectively bidirectional.

We note that the method is explicitly based on the assumption that one deals with weakly interacting self-sustained oscillators. Recently, other methods for evaluation of causality in interrelation of bivariate data have been suggested, where no assumptions on the systems under investigation are required. One approach, based on the information theory, uses entropy measures. A second approach, arising from studies of generalized synchronization, exploits the idea of mutual predictability: it quantifies the ability to predict the state of the first system from the knowledge of the second one.

According to the above-described method, the algorithm for detecting the directionality of coupling can be outlined as follows.

1. One obtains the phases $\phi_{1,2}(t)$ of the signals from the two oscillators. This task may be nontrivial, although the corresponding methods (as well as possible difficulties) are well documented in the literature (see, e.g., Ref. 11, and references therein). Usually, a preprocessing is needed depending on the structure of the signals under consideration.

2. For a set of time instants $t_k$ one obtains the instantaneous “periods” according to Eq. (2). These periods are considered as unknown functions of the phases at time $t_k$.

3. One estimates the functions $\Theta_{1,2}(\phi_{1,2}, \phi_{2,1})$ (3), using some fit with time series $T_{1,2}$ and $T_{2,1}$. Because the functions $\Theta_{1,2}$ are $2\pi$-periodic, a Fourier fit is suitable.
implement a unidirectional coupling, a signal from the output of the oscillator in one circuit is added to the input of the oscillator in the other circuit via the amplifier $K$; these connections are marked by dashed lines in Fig. 1. The level of this unidirectional coupling can be regulated by the additional amplifier $K$. Combination of two couplings provides asymmetric interaction between two generators.

We have not made special efforts to make the generators identical, thus their mean frequencies (around 14 kHz) differ by $\approx 10\%$. Time series were recorded into computer memory using an analog-to-digital converter. Sampling frequency 500 kHz is 20–30 times greater than the characteristic frequency of the oscillator. The length of each signal was 100 000 points; on the following plots the signals are shown in arbitrary units.

### IV. CHARACTERIZING DIRECTION OF COUPLING

In this section we present the results of application of the method described in Sec. II to the data obtained in experiments with coupled electronic generators (see Sec. III). As each oscillator can operate in different dynamical regimes, we can explore the performance of the analysis technique in various situations (e.g., cycle–cycle, cycle–chaos, etc.). In the following we describe the characteristic cases.

The first step in the analysis is the estimation of instantaneous phase $\phi(t)$ from each time series. For this goal we exploit the Hilbert transform (for description and technical details see Ref. 11) and compute the phase as

$$\phi = \arctan \left( \frac{x_h}{x-x^*} \right),$$

where $x$ is the original signal, $x_h$ is its Hilbert transform (HT), and the constant $x^*$ is chosen via visual inspection of the $x_h$ vs $x$ plots, to ensure rotation of all trajectories around the origin on the plane $(x-x^*,x_h)$. In almost all cases, the data are filtered prior to the application of the HT. This is a crucial point of data analysis that strongly influences the performance of the phase estimation. The choice of a proper filter depends on the data, we illustrate this by description of particular examples.

#### A. Cycle–cycle

We start with a case when both oscillators, being uncoupled and without noisy perturbations, exhibit limit cycle oscillations. The results are summarized in Table I. In the noise-free case we obtain $r = 0.39$ for the case of the bidirectional and $r = 0.95$ for the unidirectional coupling. For the bidirectional coupling the value of the directionality index is essentially different from zero due to two reasons: different frequencies and wave forms of signals. We recall here that for nonidentical systems the definition of symmetric coupling is ambiguous.

Next, we consider systems perturbed by noise (in this experiment noise was added to the first circuit). As the noise-free generators are close to the period doubling point, perturbation results in a rather complex form of the signals, see Fig. 3. Here noise reduction is needed, thus the data have been smoothed by the Savitzky–Golay (polynomial) filter of fourth order. We have found that the directionality index depends strongly on the filter characteristics. In particular, for unidirectional coupling and the filter length 51 points the

<table>
<thead>
<tr>
<th>Coupling</th>
<th>Preprocessing</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidirectional ($l_1 = 3, l_2 = 1.4, R = 6$)</td>
<td>Cycle–cycle</td>
<td>0.12</td>
<td>0.27</td>
<td>0.39</td>
</tr>
<tr>
<td>Unidirectional ($l_1 = 3, l_2 = 1.4, K = 0.1$)</td>
<td>Running average removed</td>
<td>0.03</td>
<td>0.35</td>
<td>0.95</td>
</tr>
<tr>
<td>Unidirectional, with noise</td>
<td>Filter 51 points</td>
<td>0.05</td>
<td>0.52</td>
<td>0.82</td>
</tr>
<tr>
<td>Unidirectional, with noise</td>
<td>Filter 25 points</td>
<td>0.25</td>
<td>0.58</td>
<td>0.40</td>
</tr>
<tr>
<td>Unidirectional ($l_1 = 6, l_2 = 4, K = 0.1$)</td>
<td>Double revolution cycles</td>
<td>0.11</td>
<td>0.35</td>
<td>0.51</td>
</tr>
<tr>
<td>Unidirectional ($l_1 = 6, l_2 = 4, K = 0.1$)</td>
<td>Running average removed</td>
<td>0.02</td>
<td>0.06</td>
<td>0.74</td>
</tr>
<tr>
<td>Bidirectional ($l_1 = 5.8, l_2 = 4, R = 16$)</td>
<td>Running average removed</td>
<td>0.98</td>
<td>1.10</td>
<td>0.06</td>
</tr>
<tr>
<td>Bidirectional</td>
<td>Running average removed</td>
<td>0.16</td>
<td>0.18</td>
<td>0.08</td>
</tr>
<tr>
<td>Bi- and unidirectional ($l_1 = 6, l_2 = 4.8, R = 15, K = 0.1$)</td>
<td>Running average removed</td>
<td>0.40</td>
<td>0.50</td>
<td>0.12</td>
</tr>
<tr>
<td>Bi- and unidirectional</td>
<td>Running average removed</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Bidirectional ($l_1 = 7.6, l_2 = 6.4, R = 33$)</td>
<td>Chaos–chaos</td>
<td>0.13</td>
<td>0.15</td>
<td>0.06</td>
</tr>
<tr>
<td>Bidirectional (almost synchrony)</td>
<td>Running average removed</td>
<td>22.71</td>
<td>18.58</td>
<td>0.78</td>
</tr>
<tr>
<td>($l_1 = 7.6, l_2 = 6.4, R = 32$)</td>
<td>Running average removed</td>
<td>2.22</td>
<td>3.44</td>
<td>0.22</td>
</tr>
<tr>
<td>Bi- and unidirectional (almost synchrony)</td>
<td>Bandpass filter</td>
<td>0.08</td>
<td>0.01</td>
<td>0.78</td>
</tr>
<tr>
<td>Unidirectional from 2 to 1</td>
<td>Bandpass filter</td>
<td>0.08</td>
<td>0.01</td>
<td>0.78</td>
</tr>
</tbody>
</table>

...
result is $r = 0.82$, while if a shorter filter (25 points) is used, the result is $r = 0.4$.

We attribute this rather unexpected result—detection of bidirectional coupling in a situation when only unidirectional coupling has been imposed—to the appearance of correlations in the systems due to noise. Indeed, as one can see from the scheme Fig. 1, through the coupling elements the noise acts on the oscillator 2 as well, so in fact we have here a situation where two oscillators are driven by the common noisy force. This causes correlations in the oscillations, moreover, a common noise can synchronize them (cf. Refs. 11, 18, and 19). Thus, here we encounter a case when the detection of the directionality of coupling is spoiled by the correlations in the signals, appearing not due to mutual interaction, but due to a common driving. These correlations may be removed by filtering, thus explaining the sensitivity of the directionality index to the filtering procedure.

An important question is how the presence of the common force can be detected just from the signals, if the structure of coupling is unknown. The answer can be obtained by
performing the cross-spectral analysis of the signals and computation of the coherence function

$$\gamma^2(f) = \frac{|S_{xy}(f)|^2}{(|S_x(f)|^2 + |S_y(f)|^2)},$$

where $S_x$ and $S_y$ are power spectra of signals $x(t)$ and $y(t)$, and $S_{xy}$ is their cross-spectrum. Consider first the noise-free case. As each generator in autonomous regime is periodic, its power spectrum contains several sharp peaks, corresponding to the main frequency and harmonics. If the generator is driven by the other one, then in the power spectrum we can also see the peaks corresponding to the frequency of the driver, as well as combination of these frequencies. Naturally, the coherence function $\gamma^2$ is high at the common frequencies, but it is practically zero at other frequencies. This picture changes drastically in the presence of a wide-band common noise: in this case coherence is high in the wide band as well (Fig. 4). The same is true for the narrow-band common drive, see Ref. 15. The considered example demonstrates that if the structure of the system is unknown a priori then traditional cross-spectrum analysis should be performed in addition to directionality estimates.

B. Double revolution cycles

Next we consider the regime when both generators have undergone the period doubling bifurcation (Fig. 5) and the wave forms are complex. As our approach is based on the phases, and the period-doubling results mainly in the amplitude modulation, we apply the method without any changes. Alternatively, we remove running average over 25 points, which makes the amplitude of two loops nearly the same. The results are presented in Table I. One can see that the method works reasonably well: the symmetric coupling gives the least index, the unidirectional coupling the largest one, and the mixed coupling gives the intermediate index. However, for the unidirectional coupling the index is not close to one. Also in this case the quantities $c_1$, $c_2$ are relatively small, which means that the interaction can be hardly detected, which results in the relatively large error of the index estimation.

C. Chaos–chaos

Next we consider a more complicated situation of two chaotic systems (Table I). Signals are rather complex so that the phase cannot be estimated without preprocessing, because many trajectories in the $(x,x_h)$ plane do not revolve the origin. Well-defined phases can be obtained by removing the running average over 15 points (see Fig. 6). In one case (unidirectional coupling) this does not help; in order to obtain well-defined phases, bandpass filtering (20–30 kHz) was performed.

The phases obtained from the preprocessed signals allowed us to obtain values of the directionality index that agree with the configuration of the setup. In two cases of chaos–chaos interaction we encountered another difficulty in the application of the method: the oscillations are close to synchrony. For periodic oscillators in synchrony our method fails, because in this case the phases are functionally related and one cannot obtain estimations of partial derivatives (4)
(the fitting procedure is singular). For chaotic oscillations near synchrony the method still works, because in this case the phases are not perfectly locked. [It corresponds to two stripes in the $\phi_2 \mod 2\pi$ vs $\phi_1 \mod 2\pi$ presentation, cf. Fig. 6(d).] However, the higher the degree of synchrony the less reliable are the results. As a rule of thumb, we suggest computing the synchronization index

$$\rho = \langle \cos(\phi_1 - \phi_2)^2 + \sin(\phi_1 - \phi_2)^2 \rangle,$$

where $\langle \rangle$ denote time averaging (see Ref. 20 for the description), and with caution interpret the results for the data sets with $\rho > 0.6$.

Certainly, one can in the same manner analyze the signals that correspond to attractors with different topologies, e.g., double revolution cycle–chaos. For brevity we do not illustrate these cases in Table I.

**V. CONCLUSION**

In this paper we have demonstrated that the method of detection of the direction of interaction between oscillating systems works reasonably well when applied to experimental data. The best results are obtained for simple limit cycle oscillations, but also the results for noisy oscillations, limit cycles of a complex form, and for chaotic oscillators are sound.

The main distinction of the method from other techniques consists of selecting one variable, namely the phase, for the analysis. This makes sense because the phases are mostly sensitive to the coupling. As we have shown, in several cases the extraction of the phases from the signals is nontrivial, and requires certain preprocessing. The latter can also be interesting for other cases when the phase of an irregular signal should be estimated.

We emphasize that in fact some knowledge of the system has been used in our approach: we knew that we deal with weakly interacting oscillators. In general, prior to the directionality analysis one must apply some conventional method (i.e., cross-spectral analysis) to be sure that the signals are not independent, otherwise, the question of directionality does not make any sense. Practically, it is also helpful to check whether both coefficients $c_{1,2}$ are smaller than a threshold (from our experience with simulated data we take 0.01 as the threshold value). If this is the case, the data set should be discarded. By means of cross-spectral analysis one can also exclude the case when the dependence between the signals is due to the common forcing and not due to the coupling of interacting systems (see also Ref. 15).
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